Assignment 2 of Supervised Learning
Name: 

[image: image1.png]1. [5 points] Consider the learning function X — Y, where classlabel Y € {T, F}, X = (X}, X5,.... Xq)
where X is a boolean variable and {Xa,..., X4} are continuous variables. Assume that for each
continuous X;, P(X;|Y = y) follows a Gaussian distribution. List and give the total number of the
parameters that you would need to estimate in order to classify a future example using a Naive Bayes
classifier. Give the formula for computing P(Y'|X) in terms of these parameters and feature variables
Xi.




[image: image2.png]2. [15 points] Consider a simple learning problem of determining whether Alice and Bob from CA will
go to hiking or not Y : Hike € {T,F} given the weather conditions X, : Sunny € {T,F} and
X, : Windy € {T,F} by a Naive Bayes classifier. Using training data, we estimated the param-
cters P(Hike) = 0.5, P(Sunny|Hike) = 0.8, P(Sunny|-Hike) = 0.7, P(Windy|Hike) = 0.4 and
P(Windy|-~Hike) = 0.5. Assume that the true distribution of X, X, and Y satisfies the Naive
Bayes assumption of conditional independence with the above parameters.

(a) Assume Sunny and Windy are truly independent given Hike. Write down the Naive Bayes
decision rule for this problem using both attributes Sunny and Windy.




                  Note: This question is worth 5 points. 
(b) What is the joint probability that Alice and Bob go to hiking and the weather is sunny and windy, that is P(Sunny, Windy, Hike)? What is the joint probability that Alice and Bob do not go to hiking and the weather is sunny and windy, that is P(Sunny, Windy, ┐Hiking). What is the probability of prediction error in this case if we use the Naïve Bayes classifier (i.e. the decision rule in (a)) to predict if Alice and Bob go to hike when the weather is sunny and windy?  

                    Note: This question is worth 10 points
Bonus Question (optional): if you answer the question below correctly, you will receive 5 bonus points. 
(c) Given the decision rule in (a), what is the expected error rate (i.e. loss) of the Naïve Bayes classifier? Hint: you may generate the joint probabilities of all possible combinations of whether conditions and Hike and use the decision rule to make prediction as in (b), and then sum up all the probabilities of error.    
