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Local MSA

• Most widely used MSA tools are global 
alignment which generally perform better.

• Local MSA can be useful in finding local 
conserved regions: functional sites, DNA 
motifs.

• Local MSA can be useful for alignments of 
multiple-domain protein sequences.



What’s Local MSA?

• Generalization of local pairwise alignment
• Find a set of sub-sequences of multiple 

sequences whose alignment has maximum 
alignment score.

• It is NP-hard as global MSA.
• Local MSA is to find highly conserved 

regions (motifs) of related genes or a 
protein family



Examples: Transcription Factors

– yeast: Gal4

– drosophila

– mammal
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1: actcgtcggggcgtacgtacgtaacgtacgtaCGGACAACTGTTGACCG
2: cggagcactgttgagcgacaagtaCGGAGCACTGTTGAGCGgtacgtac
3: ccccgtaggCGGCGCACTCTCGCCCGggcgtacgtacgtaacgtacgta
4: agggcgcgtacgctaccgtcgacgtcgCGCGCCGCACTGCTCCGacgct



One Example Problem

Data: Upstream sequences from co-regulated/co-expressed genes.
Assumption: Binding site occurs in most sequences

1: actcgtcggggcgtacgtacgtaacgtacgtacggacaactgttgaccg
2: cggagcactgttgagcgacaagtacggagcactgttgagcggtacgtac 
3: ccccgtaggcggcgcactctcgcccgggcgtacgtacgtaacgtacgta 
4: agggcgcgtacgctaccgtcgacgtcgcgcgccgcactgctccgacgct

Goals: 1) Estimate motif  
2) Align motif / Predict motif locations

1: actcgtcggggcgtacgtacgtaacgtacgtaCGGACAACTGTTGACCG
2: cggagcactgttgagcgacaagtaCGGAGCACTGTTGAGCGgtacgtac
3: ccccgtaggCGGCGCACTCTCGCCCGggcgtacgtacgtaacgtacgta
4: agggcgcgtacgctaccgtcgacgtcgCGCGCCGCACTGCTCCGacgct
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Alignment of Transcription 
Factor Binding Sites

1: actcgtcggggcgtacgtacgtaacgtacgtaCGGACAACTGTTGACCG
2: cggagcactgttgagcgacaagtaCGGAGCACTGTTGAGCGgtacgtac

3: ccccgtaggCGGCGCACTCTCGCCCGggcgtacgtacgtaacgtacgta
4: agggcgcgtacgctaccgtcgacgtcgCGCGCCGCACTGCTCCGacgct



Some Motif Databases

• PROSITE: http://www.expasy.org/prosite/
• InterPro: http://www.ebi.ac.uk/interpro/
• BLOCKS: http://blocks.fhcrc.org/
• PRINTS: 

http://bioinf.man.ac.uk/dbbrowser/PRINTS/
• TRANSFAC: http://www.gene-

regulation.com/pub/databases.html#transfac
(DNA binding sites)



Local MSA Methods

• Progressive Local DP approach

• EM algorithm: MEME

• Gibbs sampling algorithms



Progressive Local DP Approach 

• Same idea as global progressive MSA
• Three Steps

1. align sequences pairwisely using local 
DP and generate similarity and distance 
matrices
2. construct a guide tree
3. align sequences progressively according 
to guide tree.



Expectation and Maximization 
Algorithm

• Representative method: MEME (multiple 
EM for motif elicitation)

• EM algorithm is a general, powerful 
method to maximize likelihood  
P(D|model)

• Motif is represented as a probability matrix
• Estimate motif locations and the matrix 

iteratively until converge



EM Algorithm

Assumption: size of motif is fixed
Initialization: 

Make an initial guess of the motif locations and compute 
probability matrix

Repeat:
E-step: use the matrix to evaluate the probabilities of all 
positions in each of all sequences  (product of probability).
M-step: Select the position with maximum probability in 
each sequence and recalculate the motif probability matrix

Until matrix is not changed.



actcgtcggggcgtacgtacgtaacgtacgtaCGGACAACTGTTGACCG
cggagcactgttgagcgacaagtaCGGAGCACTGTTGAGCGgtacgtac
ccccgtaggCGGCGCACTCTCGCCCGggcgtacgtacgtaacgtacgta
agggcgcgtacgctaccgtcgacgtcgCGCGCCGCACTGCTCCGacgct

Motif Size: 17

Construct a probability matrix (profile)

01/4T

2/40G

1/42/4C

....1/41/4A

17161
5

1413121110987654321

Initialization



actcgtcggggcgtacgtacgtaacgtacgtaCGGACAACTGTTGACCG
cggagcactgttgagcgacaagtaCGGAGCACTGTTGAGCGgtacgtac
ccccgtaggCGGCGCACTCTCGCCCGggcgtacgtacgtaacgtacgta
agggcgcgtacgctaccgtcgacgtcgCGCGCCGCACTGCTCCGacgct

01/4T

2/40G

1/42/4C

....1/41/4A

17161
5

1413121110987654321

E-step

Find the best position in each sequence
That maximize product of probability

Prob (posi_i) = 2/4 * 2/4 * ….

i



actcgtcggggcgtacgtacgtaacgtacgtaCGGACAACTGTTGACCG
cggagcactgttgagcgacaagtaCGGAGCACTGTTGAGCGgtacgtac
ccccgtaggCGGCGCACTCTCGCCCGggcgtacgtacgtaacgtacgta
agggcgcgtacgctaccgtcgacgtcgCGCGCCGCACTGCTCCGacgct

Construct a probability matrix (profile) from new positions

00T

4/40G

04/4C

....00A

17161
5

1413121110987654321

Maximization



Local Minima versus Global Minima

-P(D|M)

Start point

EM-Algorithm

Gibbs Sampling
Maximize P(D|M)
<-> Minimize
-P(D|M)



Gibbs Sampling Algorithm
Gibbs sampling algorithm is MCMC (Markov Chain 
Monte Carlo) method.

It introduces randomness into EM algorithm.

It is harder to detect convergence of alignment. 

For each run, it is stochastic instead of deterministic. Less
susceptible to local minima.



Gibbs Sampling
Assumption: size of motif is fixed
Initialization: 

Make an initial guess of the motif locations and compute a 
probability matrix

Repeat:
Select one sequence randomly
Use the matrix to evaluate the probabilities of all positions 
in the sequence  (product of probability)
Select (or sample) a position in the sequence according to 
their probability
Recalculate the motif probability matrix with the new 
position

Until matrix converges.



actcgtcggggcgtacgtacgtaacgtacgtaCGGACAACTGTTGACCG
cggagcactgttgagcgacaagtaCGGAGCACTGTTGAGCGgtacgtac
ccccgtaggCGGCGCACTCTCGCCCGggcgtacgtacgtaacgtacgta
agggcgcgtacgctaccgtcgacgtcgCGCGCCGCACTGCTCCGacgct

01/4T

2/40G

1/42/4C

....1/41/4A

1716151413121110987654321

Sample a position according to probability instead of choosing best

Compute Pi = 2/4 * 2/4 * …. 1<=i<=n)
Select a position according to its 
Normalized probability.

i

Sample probability of i = 
∑

=

n

i
i

i

p

p
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Gibbs Motif Sampler
http://bayesweb.wadsworth.org/gibbs/gibbs.html



Gibbs Motif Sampler
http://bayesweb.wadsworth.org/gibbs/gibbs.html



actcgtcggggcgtacgtacgtaacgtacgtaCGGACAACTGTTGACCG
cggagcactgttgagcgacaagtaCGGAGCACTGTTGAGCGgtacgtac
ccccgtaggCGGCGCACTCTCGCCCGggcgtacgtacgtaacgtacgta
agggcgcgtacgctaccgtcgacgtcgCGCGCCGCACTGCTCCGacgct

Output of Gibbs
Sampler

Motif

Start pos
End pos

Prob Matrix

Confidence



Logos

• Graphical representation of nucleotide base (or amino acid) 
conservation in a motif (or alignment)

• Information theory 

• Height of letters represents relative frequency of nucleotide bases

http://weblogo.berkeley.edu/
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Entropy and Information

Visualization goals
(1) The height of the position is proportional to the information 

contained at  the position
(2) The height of a letter is proportional to the probability

of the letter appearing at the position

Two new concepts related to probability matrix:
Entropy
Information



• Entropy is a measure of 
uncertainty of a distribution

A        C           G         T
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i pp 2log∑−
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What is the entropy
Of positions 1,2,3?

…



• Information is the opposite of entropy. It 
measures the certainty of a distribution

• Information = maximum entropy – the 
entropy of a position (or distribution)

Maximum entropy for n characters is the
Entropy when n characters are uniformly
Distributed. n2log

Info. Of pos 1= 2 – 2 = 0
Info. Of pos 2 = 2 – 0 = 2
Info. Of pos 3 = 2 -1 = 1



http://weblogo.berkeley.edu/logo.cgi



Ten Topics
• 1. Introduction to Molecular Biology and Bioinformatics
• 2. Pairwise Sequence Alignment Using Dynamic Programming
• 3. Practical Sequence/Profile Alignment Using Fast Heuristic Methods 

(BLAST and PSI-BLAST)
• 4. Multiple Sequence Alignment 
• 5. Gene and Motif Identification
• 6. Phylogenetic Analysis
• 7. Protein Structure Analysis and Prediction 
• 8. RNA Secondary Structure Prediction
• 9. Clustering and Classification of Gene Expression Data
• 10. Search and Mining of Biological Databases, Databanks, and 

Literature 


