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What is a Bayesian Network? 



Basic Probability Concepts 



What is a Bayesian Network? 



BN: Structure Simplify 
Representations 



Bayesian Networks 



Bayesian Network: Factorization 
Theorem 



Proof 

• P(X1, X2, …, Xd) = P(X1|X2,X3, …, Xd) * P(X2, X3, 
…, Xd) = P(X1|parent(X1)) * P(X2|X3, …, Xd) * 
P(X3, …, Xd) = …. 



Specification of a BN 



Examples 



Qualitative Specification 



Local Structures and Independencies 



Assess Conditional Independence of 
Two Nodes in Bayesian Networks 

1 5 

2 

3 

4 

Cloudy 

Rain Sprinkler 

Wet grass 

Grass is green 

1  ˔  5   |  φ ? 



Assess Conditional Independence of 
Two Nodes in Bayesian Networks 

1 5 

2 

3 

4 

Cloudy 

Rain Sprinkler 

Wet grass 

Grass is green 

1  ˔  5   |  2 ? 



Assess Conditional Independence of 
Two Nodes in Bayesian Networks 

1 5 

2 

3 

4 

Cloudy 

Rain Sprinkler 

Wet grass 

Grass is green 

1  ˔  5   |  2,3 

? 



Assess Conditional Independence of 
Two Nodes in Bayesian Networks 

1 5 

2 

3 

4 

Cloudy 

Rain Sprinkler 

Wet grass 

Grass is green 

1  ˔  5   |  2,4 

? 



Graph Separation Criterion 



Global Markov Properties of DAGs 



D-Separation Algorithm 

• All the paths between two nodes must be D-
Separated. 

• A -> B -> C   (linear, B is known, then the path 
is blocked) 

• A  <-  B -> C (diverging, B is known, then the 
path is blocked) 

• A -> B <- C (converging, B & and its 
descendants are not known) 

 

 



An Example 



BN: Conditional Independence 
Semantics 



Toward Quantitative Specification of 
Probability Distribution 



Quantitative Specification 



Conditional Probability Tables (CPTs) 



Conditional Probability Density 
Function (CPDs) 



Conditional Independencies 

Y 

f1 f2 fn-1 fn 
… 

Label 

Features 

What is the model? 
 
a) When Y is known? 
b) When Y is not known? 



Conditional Independent 
Observations 

Data = {x1, …, Xn} 



“Plate” Notation 



Example: Gaussian Model 



Bayesian Model 



More Examples 



Example, Con’d 



Example, Con’d 



Example, Con’d 

Word 

Speech wave 

Phoneme (spectral code) 



BN and Graphical Models 



Two Types of GMs 



Probabilistic Inference 



Learning in BN 



MLE Learning 



Example: Decomposable likelihood of 
a directed model 



MLEs for BNs with Tabular CPDs 



An Example 

• Three variables: C – Cloudy, R – Rain, S – 
Sprinkler 

• Data:   (C=T, R = T, S = F), (C = T, R = F, S = F), (C 
= F, R = F, S = T) 

• P(C = T) = ?, P(C = F) = ?  

• P(R = T | C = T)  = ? P(R = F | C = F) = ?  

• P(S = T | C = T) = ?, P(S = T | C = F) = ?  



Summary 



Inference and Learning 



What if some nodes are not 
observed? 



Inferential Query 1: Likelihood 



Assess Conditional Independence of 
Two Nodes in Bayesian Networks 
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Inferential Query 2: Conditional 
Probability 



Applications of a posterior belief 



An Example 
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An Example – Combining Evidences 
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Inferential query 3: most probable 
assignment 



Inferential query 3: most probable 
assignment 
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Complexity of Inference 



Approach to Inference 



Marginalization and Elimination 



Elimination on Chains 





Elimination on Chains 



Elimination on Chains 



Inference on General BN via Variable 
Elimination 



A more complex network 



Example: Variable Elimination 



Example: Variable Elimination 



Example: Variable Elimination 



Example: Variable Elimination 



Example: Variable Elimination 



Example: Variable Elimination 



Example: Variable Elimination 



Example: Variable Elimination 



Complexity of Variable Elimination 



Understanding Variable Elimination 



Elimination Cliques 



Understanding Variable Elimination 



A Clique Tree 



From Elimination to Message Passing 



From Elimination to Message Passing 



The Junction Tree Algorithm 



The Sketch of Junction Tree Algorithm 



A Junction Tree Algorithm for HMM 



Summary 


