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Abstract—Machine learning methods are widely used in bioin-
formatics and computational and systems biology. Here, we
review the development of machine learning methods for protein
structure prediction, one of the most fundamental problems in
structural biology and bioinformatics. Protein structure predic-
tion is such a complex problem that it is often decomposed and
attacked at four different levels: 1-D prediction of structural
features along the primary sequence of amino acids; 2-D predic-
tion of spatial relationships between amino acids; 3-D prediction
of the tertiary structure of a protein; and 4-D prediction of the
quaternary structure of a multiprotein complex. A diverse set of
both supervised and unsupervised machine learning methods has
been applied over the years to tackle these problems and has sig-
nificantly contributed to advancing the state-of-the-art of protein
structure prediction. In this paper, we review the development and
application of hidden Markov models, neural networks, support
vector machines, Bayesian methods, and clustering methods in
1-D, 2-D, 3-D, and 4-D protein structure predictions.

Index Terms—Bioinformatics, machine learning, protein
folding, protein structure prediction.

I. INTRODUCTION

A protein is a polymeric macromolecule made of amino acid
building blocks arranged in a linear chain and joined to-

gether by peptide bonds. The linear polypeptide chain is called
the primary structure of the protein. The primary structure is
typically represented by a sequence of letters over a 20-letter al-
phabet associated with the 20 naturally occurring amino acids.

In its native environment, the chain of amino acids (or
residues) of a protein folds into local secondary structures
including alpha helices, beta strands, and nonregular coils
[3], [4]. The secondary structure is specified by a sequence
classifying each amino acid into the corresponding secondary
structure element (e.g., alpha, beta, or gamma). The secondary
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Fig. 1. Protein sequence-structure-function relationship. A protein is a linear
polypeptide chain composed of 20 different kinds of amino acids represented
by a sequence of letters (left). It folds into a tertiary (3-D) structure (middle)
composed of three kinds of local secondary structure elements (helix – red; beta-
strand – yellow; loop – green). The protein with its native 3-D structure can carry
out several biological functions in the cell (right).

structure elements are further packed to form a tertiary structure
depending on hydrophobic forces and side chain interactions,
such as hydrogen bonding, between amino acids [5]–[7]. The
tertiary structure is described by the , , and coordinates of
all the atoms of a protein or, in a more coarse description, by
the coordinates of the backbone atoms. Finally, several related
protein chains can interact or assemble together to form protein
complexes. These protein complexes correspond to the protein
quaternary structure. The quaternary structure is described by
the coordinates of all the atoms, or all the backbone atoms in
a coarse version, associated with all the chains participating
in the quaternary organization, given in the same frame of
reference.

In a cell, proteins and protein complexes interact with each
other and with other molecules (e.g., DNA, RNA, metabolites)
to carry out various types of biological functions ranging
from enzymatic catalysis, to gene regulation and control of
growth and differentiation, to transmission of nerve impulses
[8]. Extensive biochemical experiments [5], [6], [9], [10] have
shown that a protein’s function is determined by its structure.
Thus, elucidating a protein’s structure is key to understanding
its function, which in turn is essential for any related biological,
biotechnological, medical, or pharmaceutical applications.

Experimental approaches such as X-ray crystallography [11],
[12] and nuclear magnetic resonance (NMR) spectroscopy [13],
[14] are the main techniques for determining protein structures.
Since the determination of the first two protein structures
(myoglobin and haemoglobin) using X-ray crystallography
[5], [6], the number of proteins with solved structures has
increased rapidly. Currently, there are about 40 000 proteins
with empirically known structures deposited in the Protein
Data Bank (PDB) [15]. This growing set of solved structures
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Fig. 2. One-dimensional protein structure prediction. Three-dimensional example of 1-D protein structure prediction where the input primary sequence of amino
acid is “translated” into an output sequence of secondary structure assignments for each amino acid (� � coil; � � helix; � � ����	
����
 [extended sheet)].

provides invaluable information to help further understand how
a protein chain folds into its unique 3-D structure, how chains
interact in quaternary complexes, and how to predict structures
from primary sequences [16].

Since the pioneering experiments [1], [2], [5], [6], [17]
showing that a protein’s structure is dictated by its sequence,
predicting protein structure from its sequence has become one
of the most fundamental problems in structural biology (Fig. 1).
This is not only a fundamental theoretical challenge but also
a practical one due to the discrepancy between the number
of protein sequences and solved structures. In the genomic
era, with the application of high-throughput DNA and protein
sequencing technologies, the number of protein sequences
has increased exponentially, at a pace that exceeds the pace at
which protein structures are solved experimentally. Currently,
only about 1.5% of protein sequences (about 40 000 out of
2.5 million known sequences available) have solved structures
and the gap between proteins with known structures and with
unknown structures is still increasing.

In spite of progress in robotics and other areas, experimental
determination of a protein structure can still be expensive, labor
intensive, time consuming, and not always possible. Some of the
hardest challenges involve large quaternary complexes or partic-
ular classes of proteins, such as membrane proteins which are
associated with a complex lipid bilayer environment. These pro-
teins are particularly difficult to crystallize. Although membrane
proteins are extremely important for biology and medicine, only
a few dozen membrane protein structures are available in the
PDB. Thus, in the remainder of this paper we focus almost ex-
clusively on globular, nonmembrane proteins that are typically
found in the cytoplasm or the nucleus of the cell, or that are se-
creted by the cell.

Protein structure prediction software is becoming an impor-
tant proteomic tool for understanding phenomena in modern
molecular and cell biology [18] and has important applications
in biotechnology and medicine [19]. Here, we look at protein
structure prediction at multiple levels, from 1-D to 4-D [20]
and focus on the contributions made by machine learning ap-
proaches [21]. The 1-D prediction focuses on predicting struc-
tural features such as secondary structure [22]–[25] and rela-
tive solvent accessibility [26], [27] of each residue along the
primary 1-D protein sequence (Fig. 2). The 2-D prediction fo-
cuses on predicting the spatial relationship between residues,
such as distance and contact map prediction [28], [29] and disul-
fide bond prediction [30]–[33] (Fig. 3). One essential character-
istic of these 2-D representations is that they are independent of
any rotations and translations of the protein, therefore indepen-

dent of any frame of coordinates, which appear only in the 3-D
level. The 3-D prediction focuses on predicting the coordinates
for all the residues or atoms of a protein in a 3-D space. Although
the ultimate goal is to predict 3-D structure, 1-D and 2-D predic-
tions are often used as input for 3-D coordinate predictors; fur-
thermore, 1-D and 2-D predictions are also of intrinsic interest
(Fig. 4). Finally, 4-D prediction focuses on the prediction of the
structure of protein complexes comprised of several folded pro-
tein chains (Fig. 5).

The 1-D, 2-D, and 3-D protein structure prediction methods
are routinely evaluated in the Critical Assessment of Techniques
for the Protein Structure Prediction (CASP) [34] experiment—a
community-wide experiment for blind protein structure pre-
diction held every two years since 1994. The 4-D prediction
methods are currently evaluated in the Critical Assessment of
Techniques for Protein Interaction (CAPRI) [35]—a commu-
nity-wide experiment for protein interaction. The assessment
results are published in the supplemental issues of the journal
Proteins.

To date, the most successful structure prediction methods
have been knowledge based. Knowledge-based methods in-
volve learning or extracting knowledge from existing solved
protein structures and generalizing the gained knowledge to
new proteins whose structures are unknown. Machine learning
methods [21] that can automatically extract knowledge from
the PDB are an important class of tools and have been widely
used in all aspects of protein structure prediction. Here, we
review the development and application of machine learning
methods in 1-D, 2-D, 3-D, and 4-D structure prediction.

We focus primarily on unsupervised clustering methods and
three supervised machine learning methods including hidden
Markov models (HMMs) [21], [36], [37], neural networks [21],
[38], and support vector machines [39] for 1-D, 2-D, 3-D, and
4-D structure prediction problems. We emphasize their applica-
tions to the problem of predicting the structure of globular pro-
teins, which are the most abundant proteins—roughly 75% of
a typical proteome—and for which several prediction methods
have been developed. We also briefly review some applications
of these methods to the prediction of the structure of membrane
proteins, although far less training data is available for this class
of proteins.

II. MACHINE LEARNING METHODS FOR 1-D
STRUCTURE PREDICTION

Many protein structural feature predictions are 1-D prediction
problems, including, for example, secondary structure predic-
tion, solvent accessibility prediction, disordered region predic-
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Fig. 3. Two-dimensional protein structure prediction. Example depicts a predicted 2-D contact map with an 8 Angstrom cutoff. The protein sequence is aligned
along the sides of the contact map both horizontally and vertically. Each dot represents a predicted contact, i.e., a residue pair whose spatial distance is below 8
Angstroms. For instance, the red dotted lines mark a predicted contact associated with the pair (D, T).

Fig. 4. Three-dimensional protein structure prediction. Three-dimensional
structure predictors often combine information from the primary sequence and
the predicted 1-D and 2-D structures to produce 3-D structure predictions.

tion, binding site prediction, functional site prediction, protein
domain boundary prediction, and transmembrane helix predic-
tion [22], [23], [33], [40]–[45], [96].

The input for 1-D prediction problems is a protein primary
sequence and the output is a sequence of predicted features for
each amino acid in the sequence. The learning goal is to map
the input sequence of amino acids to the output sequence of
features. The 1-D structure prediction problem is often viewed
as a classification problem for each individual amino acid in
the protein sequence. Historically, protein secondary structure
prediction has been the most studied 1-D problem and has had
a fundamental impact on the development of protein structure
prediction methods [22], [23], [47]–[49]. Here, we will mainly
focus on machine learning methods for secondary structure pre-
diction of globular proteins. Similar techniques have also been
applied to other 1-D prediction problems.

Early secondary structure prediction methods [47] were
based on extracting the statistical correlations between a
window of consecutive amino acids in a protein sequence and
the secondary structure classification of the amino acid in the
center of the window. Simple correlation methods capture a
certain amount of information and can reach an accuracy of
about 50%, well above chance levels. With the development
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Fig. 5. Four-dimensional protein structure prediction. Four-dimensional pre-
diction derived by docking individual protein chains to create a protein com-
plex.

of more powerful pattern recognition and nonlinear function
fitting methods, new approaches have been used to predict
protein secondary structures. In the 1980s, feedforward neural
networks were first applied to secondary structure prediction
and significantly improved prediction accuracy to a level in
the 60% to 70% range [48]. This was probably the first time a
large-scale machine learning method was successfully applied
to a difficult problem in bioinformatics. A third important
breakthrough occurred with the realization that higher accuracy
could be achieved by using a richer input derived from a mul-
tiple alignment of a sequence to its homologs. This is due to
the fact that protein secondary structure is more conserved than
protein primary sequence—i.e., protein sequences in the same
protein family evolving from the same ancestor have different
amino acid sequences but often maintain the same secondary
structure [50], [51]. Rost and Sander [22], [23] were the first to
combine neural networks with multiple sequence alignments
to improve secondary structure prediction accuracy to about
70%–74%. In this approach, instead of encoding each amino
acid with a sparse binary vector of length 20 containing a single
1-bit located at a different position for each different amino
acid, the empirical probabilities (i.e., normalized frequencies)
of the 20 amino acids appearing in the corresponding column
of the multiple sequence alignment are used. The positional
frequency vector, called the profile of the family at the corre-
sponding position, captures evolutionary information related
to the structural properties of the protein family. Profiles are
relatively easy to create and allow one to leverage information
contained in the sequence databases (e.g., SWISSPROT [53])
that are much larger than the PDB. Profiles are now used
in virtually all knowledge-based protein structure prediction

methods and have been further refined. For instance, PSI-PRED
[24] uses PSI-BLAST [54] to derive new profiles based on
position specific scoring matrices to further improve secondary
structure prediction.

New algorithmic developments [49], [27] inspired by the
theory of probabilistic graphical models [21] have led to more
sophisticated recursive neural network architectures to try to
improve prediction accuracy by incorporating information
that extends beyond the fixed-size window input of traditional
feedforward neural networks. Large ensembles of hundreds of
neural networks have also been used [55]. The new technologies
available along with the increase of protein sequence databases
used to build profiles have improved secondary structure pre-
diction accuracy to about 78%–80%. Moreover, hybrid methods
[45], [57] that combine neural network approaches with ho-
mology searches have been developed to improve secondary
structure prediction. Homologous proteins are proteins that are
derived from the same evolutionary ancestor and therefore tend
to share structural and functional characteristics. A protein that
is strongly homologous to another protein with known struc-
tures in the PDB [15] will likely share a similar structure. In
addition to neural networks, support vector machines (SVMs)
are also another set of statistical machine learning methods
used to predict protein secondary structures and other 1-D
features of globular proteins with good accuracy [58].

Machine learning methods are also frequently used to pre-
dict 1-D feature of membrane proteins. For instance, neural net-
works as well as HMMs have been used to identify membrane
proteins and predict their topology, which include predicting the
location of their alpha-helical or beta-strand regions and the in-
tracellular or extracellular localization of the loop regions [59],
[96].

While 1-D prediction methods have made good progress
over the past three decades, there is still room for some im-
provement in both the accuracy and scope of these methods.
For instance, secondary structure prediction accuracy is still at
least 8% below the predicted limit of 88% [60]. The prediction
of protein domain boundaries [33], [40]–[42] and disordered
regions [43]–[45] are still at an early stage of development,
while already showing promising results. Some improvements
may come from algorithmic improvements, for instance using
ensemble and meta-learning techniques such as bagging and
boosting [62] to combine classifiers to improve accuracy. Other
improvements may require exploiting new sources of biological
information. For instance, gene structure information, such
as alternative splicing sites, may be used to improve domain
boundary prediction [42].

III. MACHINE LEARNING METHODS FOR 2-D
STRUCTURE PREDICTION

The classic 2-D structure prediction problem is the prediction
of protein contact maps [28], [63], [64]. A protein contact map
is a matrix , where is either one or zero, depending on
whether the Euclidean distance between the two amino acids at
linear positions and is above a specified distance threshold
(e.g., 8 Angstroms) or not. Distances can be measured, for
instance, between corresponding backbone carbon atoms.
A coarser contact map can be derived in a similar way by
considering secondary structure elements. Finer contact maps
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can be derived by considering all the atoms of each amino
acid. As previously mentioned, contact map representations
are particularly interesting due to their invariance with respect
to rotations and translations. Given an accurate contact map,
several algorithms can be used to reconstruct the corresponding
protein 3-D structure [65]–[67]. Since a contact map is es-
sentially another representation of a protein 3-D structure, the
difficulty of predicting a contact map is more or less equivalent
to the difficulty of predicting the corresponding 3-D structure.
Contact maps can also be used to try to infer protein folding
rates [68], [69].

Several machine learning methods, including neural networks
[28], [70]–[72], self-organizing maps [73], and support vector
machines [74] have been applied to contact map prediction.
Standard feedforward neural networks and support vector ma-
chines approaches use two windows around two target amino
acids, and , to predict if they are in contact or not. This can
be viewed as a binary classification problem. Each position in
a window is usually a vector consisting of 20 numbers corre-
sponding to the 20 profile probabilities, as in the 1-D predic-
tion problem. Additional useful 1-D information that can be
leveraged includes the predicted secondary structure or relative
solvent accessibility of each amino acid. As in 1-D prediction,
methods based on local windows approaches cannot take into
account the effect of amino acids outside of the window. To
overcome this problem, a 2-D-recursive neural network archi-
tecture [29] that in principle can use the entire sequence to derive
each prediction was designed to improve contact map predic-
tion. In the latest Critical Assessment of Techniques for protein
structure prediction (CASP) [34], three methods using standard
neural networks [72], 2-D recursive neural networks [45], and
support vector machines [74] achieved the best results [75].

Despite progress made in the last several years, contact map
prediction remains largely an unsolved problem. The current
precision and recall of medium and long-range contact predic-
tions is around 28% [74]. Although this number is quite low,
its accuracy is better than the accuracy of contacts generated
by other ab initio 3-D structure prediction methods. Predicted
contact maps are likely to provide some help in 3-D structure
prediction because even a small fraction of correctly predicted
long-range contacts can effectively help build a protein topology
[76].

In addition to the prediction of general residue-residue con-
tact maps, special attention has been paid to more specific con-
tact predictions: beta-strand pairing prediction [77] and disul-
fide bond prediction [33], [78], [79]. Disulfide bonds are cova-
lent bonds that can form between cysteine residues. These disul-
fide bonds play a crucial role in stabilizing proteins, particularly
small proteins. Disulfide bond prediction involves predicting if
a disulfide bond exists between any two cysteine residues in
a protein. Both neural networks and support vector machines
have been used to predict disulfide bonds. The average preci-
sion and recall performance measures are slightly above 50%.
Likewise, one can try to predict if two amino acids in two dif-
ferent beta-strands are paired or not in the same beta sheet. Usu-
ally, two paired beta-residues form hydrogen bonds with each
other or their neighbors and contribute to the stabilization of the

corresponding beta-sheet. In part because of the requirements
imposed by the hydrogen bonding constraints, the accuracy of
amino acid pairing in beta-sheets is above 41%, higher than the
accuracy for generic contacts in contact maps. As with other
2-D prediction problems, feedforward and recursive neural net-
works have been used to predict beta-sheet pairings. Currently,
the most successful method is a 2-D recursive neural network
approach which takes a grid of beta-residues as inputs [77] and,
together with graph matching algorithms, predicts pairings at
the residue, strand, and sheet levels.

In addition to 2-D prediction for globular proteins, these tech-
niques have recently been used to predict contacts in transmem-
brane beta-barrel proteins. Prediction of transmembrane beta-
barrel proteins have been used to reconstruct 3-D structures with
reasonable accuracy [59].

To use 2-D prediction more effectively as input features for
3-D structure prediction, one important task is to further im-
prove 2-D prediction accuracy. As for 1-D predictions, progress
may come from improvements in machine learning methods or,
perhaps more effectively, from incorporating more informative
features in the inputs. For instance, recently mutual informa-
tion has been shown to be a useful feature for 2-D prediction
[72], [74]. On the reconstruction side, several optimization al-
gorithms exist to try to reconstruct 3-D structures from con-
tact maps by using Monte Carlo methods [66], [82] and in-
corporating experimentally determined contacts or contacts ex-
tracted from template structures into protein structure prediction
[83]–[85] or protein structure determination by NMR methods.
However, these methods cannot reliably reconstruct 3-D struc-
tures from very noisy contact maps that were predicted from
primary sequence information alone [66], [82]. Thus, of parallel
importance is the development of more robust 3-D reconstruc-
tion algorithms that can tolerate the noise contained in predicted
contact maps.

IV. MACHINE LEARNING METHODS FOR 3-D
STRUCTURE PREDICTION

Machine learning methods have been used in several aspects
of protein 3-D structure prediction such as fold recognition [33],
[86], [87], model generation [89], and model evaluation [90],
[91].

Fold recognition aims to identify a protein, with known struc-
ture, that is presumably similar to the unknown structure of a
query protein. Identification of structural homologs is an essen-
tial step for the most successful template-based 3-D structure
prediction approaches. Neural networks were first used for this
task in combination with threading [86]. More recently, a gen-
eral machine learning framework has been proposed to improve
both the sensitivity and specificity of fold recognition based on
pairwise similarity features between query and template pro-
teins [88]. Although the current implementation of the frame-
work uses support vector machines to identify folds, it can be
extended to any other supervised learning method.

In addition to classification methods, HMMs are among the
most important techniques for protein fold recognition. Earlier
HMM approaches, such as SAM [92] and HMMer [93], built an
HMM for a query with its homologous sequences and then used
this HMM to score sequences with known structures in the PDB
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using the Viterbi algorithm, an instance of dynamic program-
ming methods. This can be viewed as a form of profile-sequence
alignment. More recently, profile–profile methods have been
shown to significantly improve the sensitivity of fold recog-
nition over profile–sequence, or sequence–sequence, methods
[94]. In the HMM version of profile–profile methods, the HMM
for the query is aligned with the prebuilt HMMs of the template
library. This form of profile–profile alignment is also computed
using standard dynamic programming methods.

Optimization techniques, such as conjugate gradient descent
and Monte Carlo methods (e.g., simulated annealing) that are
widely used in statistical machine learning methods are also
essential techniques for 3-D protein structure generation and
sampling. Conjugate gradient descent (a technique also used in
neural network learning) is used to generate structures in the
most widely used comparative modeling tool Modeller [95].
Lattice Monte Carlo sampling is used in both template-based
and ab initio structure modeling [85] and the most widely used
ab initio fragment assembly tool, Rosetta, uses simulated an-
nealing sampling techniques [89].

In addition to model generation, machine learning methods
are also widely used to evaluate and select protein models. Most
ab initio structure prediction methods use clustering techniques
to select models [96]. These methods first generate a large pop-
ulation of candidate models and then cluster them into several
clusters based on the structure similarity between the models,
using -means clustering or some other similar clustering algo-
rithm. Representative elements from each cluster, such as the
centroids, are then proposed as possible 3-D structures. Usu-
ally, the centroid of the largest cluster is used as the most con-
fident prediction, although occasionally the centroid of a dif-
ferent cluster can be even closer to the native structure. In ad-
dition to clustering, supervised learning techniques have been
used to directly assess the quality of a protein model. Neural net-
works have been used to estimate the root mean square distance
(RMSD) between a model and the native structure [90]. Support
vector machines have been used to rank protein models [91].
One main challenge of model selection is that current methods
cannot consistently select the best model with lowest RMSD.
For model quality evaluation, the correlation between predicted
scores and real quality scores for hard targets (poor models) is
still low [97], i.e., some poor models may receive good predicted
scores. In addition, a statistical confidence score should be as-
signed to the predicted quality scores for better model usage
and interpretation. It is likely that additional machine learning
methods will have to be developed to better deal with these prob-
lems.

V. MACHINE LEARNING METHODS FOR 4-D
STRUCTURE PREDICTION

The aim of 4-D structure prediction is to predict the struc-
ture of a protein complex consisting of two or more protein
chains, also known as protein docking [98]–[106]. Like 3-D
structure prediction, 4-D structure prediction is often reduced
to a problem of conformation sampling with the use of energy
functions [107]–[110].

Assuming the 3-D structures of each protein subunit are
known, some docking methods use 3-D grid Fourier trans-
formation methods [111] to dock protein subunits together.

More recently, RosettaDock uses the same simulated annealing
technique as Rosetta for 3-D, with some adjustments to the 4-D
problem [106]. More broadly, several ongoing efforts aim to
adapt 3-D methods to 4-D problems. For instance, clustering
methods have been adapted to cluster docking conformations
and to select centroids of clusters to generate final predictions
[112].

Four-dimensional prediction is closely related to 1-D, 2-D,
and 3-D prediction. For instance, if the protein interaction inter-
faces (sites) can be accurately predicted by 1-D predictors [113],
the conformation search space for the protein docking phase can
be drastically reduced. Since one of the major bottlenecks of
4-D prediction is the size of the conformation space to be sam-
pled, which is even larger than in the 3-D case, improving in-
terface prediction is an essential step to address this bottleneck.
Currently, neural networks, HMMs and support vector machine
methods have been used to predict interface sites [114]. Most of
these methods use some features extracted from the 3-D struc-
tures of the protein subunits. Since in most practical cases the
3-D structures themselves are currently not available, it may be
worthwhile to further develop methods to predict interactions
from protein sequences alone.

The other major bottleneck in protein docking comes from
induced conformational changes, which introduce an additional
layer of complexity that is not well handled by current methods
[107]. Most current docking methods assume that the structures
of the subunits are subjected to little or no changes during
docking. However, upon protein binding, individual proteins
may undergo substantial or even large-scale conformational
changes, which cannot be handled by current docking methods.
Developing machine learning methods to identify regions, such
as flexible hinges, that facilitate large-scale movement may be
of some help in predicting the overall structure of these protein
complexes, although the amount of available training data for
this problem may not be as abundant as one would like.

Finally, as in the case of 3-D structure prediction, machine
learning methods may help in developing better methods for
assessing the quality of 4-D models and predict their quality and
confidence levels.

VI. CONCLUSION

Machine learning methods have played, and continue to play,
an important role in 1-D-4-D protein structure predictions, as
well as in many other related problems. For example, machine
learning methods are being used to predict protein solubility
[115], protein stability [116], protein signal peptides [117],
[118], protein cellular localization [117], protein post-transla-
tion modification sites, such as phosphorilation sites [119], and
protein epitopes [120]–[123]. Here, we have tried to give a se-
lected and nonexhaustive overview of some of the applications
of machine learning methods to protein structure prediction
problems.

A common question often asked by students is which ma-
chine learning method is “better” or more suitable for a given
problem? In short, should I use a neural network, an HMM, an
SVM, or something else? In our opinion, it turns out that this
question is not as fundamental as it may seem. While a given
machine learning approach may be easier to implement for a
given problem, or more suited to a particular data format, to

Authorized licensed use limited to: University of Missouri System. Downloaded on April 8, 2009 at 18:32 from IEEE Xplore.  Restrictions apply.



CHENG et al.: MACHINE LEARNING METHODS FOR PROTEIN STRUCTURE PREDICTION 47

tackle difficult problems what matters in the end is the exper-
tise a scientist has in a particular machine learning technology.
What can be obtained with a general-purpose machine learning
method can be achieved using another general-purpose machine
learning method, provided the learning architecture and algo-
rithms are properly crafted.

In the foreseeable future, machine learning methods will con-
tinue to play a role in protein structure prediction and its mul-
tiple facets. The growth in the size of the available training
sets coupled with the gap between the number of sequences
and the number of solved structures remain powerful motiva-
tors for further developments. Furthermore, in many cases ma-
chine learning methods are relatively fast compared to other
methods. Machine learning methods spend most of their time in
the learning phase, which can be done offline. In “production”
mode, a pretrained feedforward neural network, for instance,
can produce predictions rather fast. Both accuracy and speed
considerations are likely to remain important as genomic, pro-
teomic, and protein engineering projects continue to generate
great challenges and opportunities in this area.
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